
相关行动者之间的互动关系结构

  分拆审议后再“合体” 的

生态环境法典草案三次审议

稿， 昨天提请全国人大常委会

会议审议。

生态环境法典是我国第二

部以“法典” 命名的法律。 今

年 4 月， 生态环境法典草案整

体亮相， 初次提请审议的草案

共分 5 编， 包括总则编、 污染

防治编、 生态保护编、 绿色低

碳发展编、 法律责任和附则

编。 今年 9 月和 10 月， 生态

环境法典各编草案分拆为两批

完成了二审。 按照工作安排，

将分拆审议并修改完善的各编

草案重新“合体” 提请三次审

议。

翻阅 1200 余条的草案三

审稿， 有哪些新的修改？ 吸收

了哪些意见建议？

草案三审稿进一步总结和

体现司法实践成果， 对人民法

院、 人民检察院在生态环境保

护工作中的职责作进一步补充

完善。 同时， 完善生态环境信

用监管制度， 增加信用修复的

内容。

生态环境监测数据是客观

评价生态环境质量状况、 实施

生态环境管理与决策的基本依

据。 强化对监测机构的监管，

减少数据造假等行为， 对保障

监测数据质量发挥着重要作

用。 草案三审稿明确， 对生态

环境监测机构实行备案管理，

强化监管。

草案三审稿完善了秸秆、

落叶等焚烧的组织和管理相关

规定， 同时对固体废物跨省倾

倒转移这一“顽疾”， 增加了

相关的监管规定。

“生态环境改善， 野生动

物规模扩大是好事， 也带来新

烦恼。 庄稼被毁、 草场争食，

甚至野兽进城、 伤人事件时有

发生。” 中国政法大学环境资

源法研究所所长侯佳儒说， 草

案三审稿增加多条规定， 着力

引导解决“人兽冲突” 问题，

核心思路是保护要科学， 管理

要跟上， 人命最重要。

侯佳儒表示， 最引人关注

的是“紧急避险” 条款。 草案

三审稿明确， 在野生动物危及

人身安全的紧急情况下， 采取

措施造成野生动物损害的， 依

法不承担法律责任。 这为身处

险境的人提供了清晰的法律保

障， 确立了“生命权优先” 的

原则。 但必须强调， 这仅适用

于千钧一发的自卫， 绝非鼓励

伤害野生动物， 其目的是解决

“保人还是保动物” 的极端困

境。 这意味着我国野生动物保

护理念正走向更加成熟、 务实

的新阶段。

绿色发展是中国式现代化的

鲜明底色。 草案三审稿进一步充

实了绿色低碳发展的总体要求，

聚焦绿色低碳循环经济体系建

设， 强化资源回收利用有关制度

措施， 并进一步体现坚持“双

碳” 引领， 完善应对气候变化有

关制度和要求。

如何让法律长出牙齿？ 草案

三审稿进一步补充相关法律责

任， 并完善有关处罚措施， 进一

步贯彻过罚相当原则。 此外， 草

案三审稿还对生态环境损害赔偿

诉讼制度作出相应修改。

人们期盼， 以法治之力推进

美丽中国建设， 守护天蓝地绿水

清的家园。
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智能政务服务中的行动者互动结构与风险样态
———以安徽省为例
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□ 韩云超

增加多条规定 着力引导解决“人兽冲突”问题

三审稿亮相！生态环境法典编纂稳步推进
□ 据新华社报道

  党和国家近年来对于人工

智能治理的健康有序发展给予

越来越多的关注， 同时在现实

治理情境中人工智能所裹挟的

风险也日益引起人们的担忧。

为此， 有必要从行动者互动视

角出发， 以安徽省智能政务服

务转型实践为例， 打开人工智

能治理黑箱。

一、 智能政务服务相

关行动者互动关系结构

没有任何一个组织可以完

全自给自足， 组织必须通过与

外界中所依赖的要素进行互

动， 获取所需的资源来维持生

存。 具体围绕安徽省智能政务

服务转型实践场景， 发现对于

政务服务智能化变革起主导作

用的关键行动者， 主要包括数

据资源局、 其他政府职能部门

和网络科技企业等异质化主

体。 该地智能政务服务转型以

技术外包撬动为主， 在公私合

作治理形式下由外入内以提升

政务服务的数智能力。 这意味

着政府系统内部， 需要着眼于

各个职能部门之间的横向合

作， 建立整体型政府； 政府系

统外部， 政府部门寻求与以大

型网络科技企业为代表进行协

作， 设立成为一个政府控股的

法人实体， 筑牢紧密合作的基

础。

关键行动者各自所属的角

色定位， 很大程度上成为各个

政府职能部门与大型网络科技

企业多向协同互动的内在基

础。 据此， 结合调研对象的实

践特征， 发现该地区的多向互

动包括双层的行动者委托代理

问题， 即政府与协作企业表现

出契约协议问题， 以及数据资

源部门与其他职能部门表现出

层级协调问题。 同时， 行动者

所处实践环境的复杂性和行动

者属性的差异性， 致使数据资

源局、 其他政府职能部门和网

络科技企业三者互动高度网络

化。 总之， 从整体而言， 互动

关系网络呈现为官僚层级关系

下的地方政府部门内部系统，

以及公私合作关系下的地方政

府部门与建设运营企业。 具体

而言， 主要关系结构表现如上

图所示。

二、智能政务服务互动

关系困境与整体风险样态

在这个高度网络化的关系

动态中， 会延伸出双重的代理

困境， 分别是在政企长期协作

模式中固有的技术知识信息不

对称难题， 和在传统政府官僚

科层模式中衍生的隐匿共谋难

题。 与此同时， 如果政府仍坚

持既定协同模式与现有治理手

段， 那么在协同治理过程中，

协作企业将在监管盲区中操纵

智能技术优势， 进而诱致权力

异化风险。 若以政府自身公共

权力合法性为叙事中心， 具体

则表现为技术侵蚀公权、 政府

监管式微、 官员自由裁量权收

缩、 外部人员参与决策受限等

四种风险。

第一， 人工智能技术权力

支配膨胀。 伴随着政务服务智

能化建设， 核心技术外包给企

业， 它们实际上具备了公共权

力的行使， 其操作人工智能技

术与系统运营和维护， 对他人

或社会实施影响力和控制力。

然而， 更错综复杂的是， 机器

学习算法是在人工智能技术迭

代更新的情况下， 为达到既定

目标而产生新的预测模型， 依

靠大数据的训练和学习能力的

提高， 形成新的模式和知识，

进行自我训练和自我学习。 这

种机器学习算法真正意义上实

现了自我生产， 能够持续性引

导和规范社会运行， 并通过辅

助甚至替代官员决策以形成事

实上技术权力。

第二， 对人工智能技术的

监管能力弱化。 政企合作共建

逐步加深， 反映在协作企业参

与治理的政务场景和供给链条

均得到了进一步延展， 难免会

出现一定程度上的监管困境。

特别是随着参与度的加深， 大

型网络科技企业在相互依存的

环境中获得了与政府平起平

坐、 共享公权、 管理公共事务

的主体地位， 这使得政府与企

业的公共职责边界变得越来越

复杂、 越来越叠加， 这也就在

无形中构筑了一个监管黑洞的

空间。 现实信息不对称、 角色

困境， 即便是监管监督体系得

到完善也仍很难做到万无一

失， 更何况， 现有的监管体系

并不成熟。

第三， 政务人员自由裁量

权的收缩。 传统基层官员和行

政人员所依赖的治理情境“再

决策” 的权力， 在人工智能由

弱变强情形下得到蝶变。 它会

透过密集化的数字算法广泛嵌

入计算机智能系统之中， 不再

以特定行政运作流程来推进政

策执行， 而是将专门的业务流

程， 透过设计为智慧化系统紧

密链接在一起。 诚然， 通过设

计决策方案或进行自动化决

策， 智能技术系统能够缩小政

策执行结果与政策意图之间的

偏差， 但它也会对结构固化、

规则硬化、 内容僵化等政府组

织中的刚性特征产生放大作

用， 从而使裁量权发挥作用的

范围明显缩小。

第四， 外部人员参与决策

的空间受限。 随着机器自学习

能力的不断增强， 智能系统逐

渐从单纯的技术工具发展为一

种通过“规则代码化” 路径嵌

入政府正式决策议程的强大自

主体系， 从而导致外部人员参

与论证程序、 渠道的压缩和省

略。 在这个过程中， 智能系统

运算程序运行中， 依赖的是基

于个人信息的大数据资源， 不

需要人类的在场也可以进行自

动化反馈， 传统的行政意志会

沦为机器意志。 更甚者， 信息

藩篱导致的思维差异和认知水平

差异分裂了不同阶层、 群体间的

价值观念， 影响了常态化参与观

念的稳固和积累。

三、人工智能治理风险

的化解

通过诠释各个政府职能部门

和网络科技企业等多方行动者之

间的现实互动表现与结果， 我们

能够观察出， 日新月异的智能技

术正全方位重塑传统政务服务模

式， 然而现行制度安排、 权力结

构与治理观念， 却难以从根本上

克服智能技术所裹挟的风险。 因

而， 政府亟需采取措施和手段予

以回应， 促进权力规范运行。 具

言之， 首先， 需要建立健全智能

政务服务相应的法律法规， 制定

统一规范和标准， 凭借制度建设

的合理性与精准性， 充分激发制

度规制效能。 其次， 秉持以人为

本的善治价值理念， 厘定人工智

能伦理责任观与从业人员职业道

德观， 确立清晰的服务纲领与操

作细则， 全面引领治理实践。 再

次， 与单纯聚焦于协作企业所裹

挟智能技术挑战相对比， 提高政

府在人工智能治理领域的自主性

知识能力更可靠， 其中最核心的

环节是提升政府自身人工智能人

才引培的力度。 最后， 完善各部

门协调联动机制， 畅通与社会的

信息共享渠道， 促进智能治理的

社会参与水平， 建成充满活力、

和谐有序的人工智能善治新局

面。


